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Scope and objective

The massive and steady progress in computer technology during the last decades allowed to establish a new strand of modeling in social and economic sciences. So called agent-based models or multi-agent models do no longer require to aggregate individuals to representative social or economic entities but allow to represent all entities explicitly on the individual level. These individuals, represented as agents, act and interact autonomously by sensing their environment and responding autonomously (Russel/Norvig 1995). In a more differentiated way, Franklin/Graesser (1996) characterize agents according to their properties (table 1). Some properties are common to all agents. Agents are reactive, they act autonomously, are goal-oriented, and agents steadily sense certain parts of their environment. In addition, agents may have some particular properties, like the ability to communicate with other agents, learning, mobility, and flexibility. They may even have a particular personality and show emotions.

Table 1: Classification of agents (Franklin/Graesser 1996)

	PRIVATE
Property
	Meaning

	reactive
	responds in a timely fashion to changes in the environment

	autonomous
	exercises control over its own actions

	goal-oriented
	does not simply act in response to the environment

	temporally continuous
	is a continuously running process

	communicative
	communicates with other agents, perhaps including people

	learning (adaptive)
	changes its behavior based on its previous experience

	mobile
	able to transport itself from one machine to another

	flexible
	actions are not scripted

	character
	believable "personality" and emotional state


Agent-based models (ABM) show some very particular characteristics. Because every individual and every object may be represented explicitly, ABM allow for an enormous heterogeneity of the individuals as well as of the objects the agents are dealing with. All agents can evolve individually in response to their individual characteristics and environment. Accordingly, such ABM allow for endogenous structural change (of e.g. the agricultural sector) as well as for certain emergent phenomena on the macro level that result from actions and interactions on the micro level (e.g. market clearing, co-evolution, or collective learning). ABM also allow in a straight forward way to take into account the spatial dimension of, e.g., agricultural activities and thus to consider explicitly the role of farm-level transport costs, physical immobility of land, as well as the impact of individual activities on the local environment. Hence, ABM offer new opportunities to integrate the biophysical and the socioeconomic sphere into a model.

Apart from the mentioned characteristics of ABM which rather refer to the output or to certain features, ABM are very flexible with regard to many specifications of the model. While, for instance, economic theory in general as well as most conventional models consider individual behavior to be based on rational utility (or income) maximization, applications of ABM use diverse behavioral foundations on the individual level. Besides of optimizing agents which, e.g., may use linear programming, one can find agents whose behavior is based on empirically derived reaction functions, on artificial intelligence, on laboratory experiments or on interviews with real humans. In some models, humans even take over the role of the agents by participating in a kind of role playing. Table 2 presents a classification and lists some examples.

Table 2: Classification of the behavioral foundation of agent-based models

	behavior
	rule-based
	empirical/ 
experimental  
	normative 
behavior
	artificial 
intelligence

	examples
	Conway's 
'Life'

Schelling (1978)

Axelrod (1984)
	CORMAS 

- point of view
(Bousquet et al. 1998)

- role playing
(Barreteau et al. 2001)
	Day (1963)

Balmann (1997)

Berger (2001)

AgriPoliS
(Happe/Balmann)
	Arifovich (1994)

Dawid (1996)

 Axelrod (1997)

Balmann/Happe (2000)


Accordingly, a number of rather prominent contributions of the socio-economic literature can be classified into different categories of behavioral foundation. For instance, Schelling (1978) studied in his famous book ‘Micromotives and Macrobehavior’ the migration dynamics of a spatial neighborhood of individuals belonging to different social classes. In Schelling's model, individuals stay or move according to certain rules that represent particular preferences of the local neighborhood. The model is able to show how social clusters or even 'ghettos' may evolve as a result of segregation phenomena. Another prominent example of such rule-based ABM are Axelrod's (1984) computer tournaments. In these experiments a number of computer programs played an iterated Prisoner's Dilemma game against each other. These experiments led Axelrod to the famous result that a strategy called TIT FOR TAT which is mainly based on reciprocity is highly successful in repeated social dilemma games. 

Several researchers, particularly located at CIRAD (Montpellier, France), have enhanced the concept of rule-based behavior for their agent-based modeling platform CORMAS (Bousquet et al. 1998). Two different concepts have been developed for models of common resource problems. Firstly, by interviews with locals of the study region the point of view of the individuals is analyzed and implemented into the model. Secondly, computerized agents are replaced by the real humans from the study region who play their own role in the model (Barreteau et al. 2001).

Although rule-based agents can have empirical and theoretical support, they often lack a direct economic rationale. Somewhat more sophisticated are agents with a normative behavioral foundation. A very early example of a normative ABM in agricultural economics - even though in those days it was not called a ABM - can be seen in the recursive programming approach developed by Day (1963) that considers a number of interacting farms, each representing a particular farm type. A fundamental extension of this approach can be found in Balmann (1997). In this approach an agricultural region is represented as a spatial grid with each cell representing a parcel of land. Farms are located on some of these parcels. The farms aim for income maximization and compete on a rental market for land. Each farm can engage in different production and investment activities, rent land, employ additional labor, etc. Moreover, new farms can be founded and existing farms can close down. Originally, this approach was used to study endogenous structural change. In order to study the adoption of new technologies, Berger (2001) has extended this approach by introducing direct bilateral interactions among farmers and networks of farmers which belong to different social classes.

A further conception of a behavioral foundation of individuals that became popular in theoretical applications of ABM is to derive individual behavior using methods of artificial intelligence. For instance, Arifovic (1994) studies the dynamics of a Cobweb model in which a number of producers (a population of agents) determines their output by using a genetic algorithm (GA). In the search for solutions to a problem, GA employ the basic operators of biological evolution: selection, recombination (crossover) and mutation, which are applied repeatedly to a population of genomes, each representing a possible solution. These genetic operators not only determine how solutions are propagated into the next generation, they are also capable of generating new, possibly superior solutions. In Arifovic's study, the GA is able to successfully identify the Cobweb equilibrium. Apart from market analyses, GA have also been used to study game theoretic problems (e.g. Dawid 1996, Axelrod 1997). Axelrod (1997) applied GA to study iterated Prisoner's Dilemma games. In Axelrod’s study GA generated strategies that show key elements of the famous TIT FOR TAT strategy which proved to be most successful in his 1984 computer tournaments. Balmann/Happe (2000) apply GA to a spatial land market. Both studies come to the conclusion that (under comparative-static conditions) limited market access has some distributive effects if it is compared to situations with unlimited access to the land market. Oligopolistic behavior however is limited to very restrictive conditions.

The reasons for the various behavioral foundations of ABM are manifold. Among them are:

· ABM as well as reality are complex and often, complexity is so high that the assumption of unbounded rationality would be implausible. Hence, the use of e.g. empirically determined rules or artificial intelligence can be seen as means to model bounded rationality. 

· Due to the complexity, ABM are often used to explore particular features of a real system and to get a better understanding of e.g. the system’s dynamics. If a modeler does not have a profound knowledge of the functioning of the system, one may prefer to model agents using, e.g., artificial intelligence methods rather than an alleged microeconomic rationality. 

· Agents in socioeconomic systems may be very heterogeneous and have different roles within the system, like, e.g., firms in a supply chain.

· There is a strong coherence of ABM and certain artificial intelligence methods like genetic algorithms (GA). For instance, GA - which are often used in ABM - are based on a population of competing genetic codes. Hence, in a broader sense, GA can be understood as a kind of ABM.

· ABM are not restricted to economic applications. Many ABM have sociological, psychological, and/or interdisciplinary backgrounds and the researchers who apply them follow different paradigms which deviate from the principle of rational utility maximization. 

This list of reasons could be extended further. But together with the presented examples they should be sufficient to illustrate the motivation of the different researchers to apply such a large variety of behavioral foundations. For future applications of ABM, this large variety offers interesting starting points. Unfortunately, the presented concepts differ a lot with regard to their particular strengths and limitations as well as with regard to implementation, data requirements, and computational demands. The literature does not yet offer substantial and comprehensive overview articles and books. Hence, the goals of this discussion group is to bring together researchers which are already using or propose to use these techniques in order 

· to get an overview on the different existing and perspective behavioral foundations of agents 
· and to illustrate the particular strengths and limitations with respect to future applications. 
2. Sessions

The discussion group will particularly focus on the concepts for the behavioral foundations. Possible discussion topics are: 

· Concepts of behavioural foundations in ABM,
· Implementation (programming, runtime libraries)
· Data requirements
· Computational needs
· Theoretical consistence of behavioural assumptions and models
· Strengths and weaknesses of specific behavioural concepts
3 Dates 

Monday, 18. August, 16-17 

Tuesday, 19 August, 17.30-18.50

Friday, 22. August, 11.30-12.50
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